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Problem Context

What are Narrative Maps? The “Black Box” Problem
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Graph-based representations that capture Users don’t understand why events are connected
connections between events in a narrative or how the narrative structure was determined
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Our Challenge

Provide meaningful explanations across multiple levels of abstraction
to enhance human-Al collaboration.




Proposed XAl System Architecture

Multi-Level Explanation Approach
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* Detailed explanations
with SHAP values
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High-Level

Narrative Structure
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Evaluation & Results

¢ U Ser StUdy Wlth 1 O Responses (5-point Likert Scale)

1 (“Strongly Disagree”) to 5 (“Strongly Agree”)
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Trust 0 0 1 3 6 4.50 0.71 Relevance 0 0 1 5 4 4.30 0.67

. Analyzed data set Of the Usefulness 0 0 1 5 4 4.30 0.67 Usefulness 0 0 2 4 4 4.20 0.79
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Key Insights

* Explanations significantly increased user trust.
* Connection explanations and important events were the most effective at
building user confidence.



Conclusions

Key Contribution

Multi-level explanation framework that bridges low-level text processing and high-level
narrative structures.

Practical Applications Future Directions
Causal explanations.

* Adaptive explanations based on user needs.
@ * Scalability improvements for larger narrative collections.
nalysis

. . * Using LLMs to generate explanations.
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Integration with interactive narrative sensemaking tools.
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